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ABSTRACT
Research into wireless data networks with mobile nodes has
mostly considered Mobile Ad Hoc Networks (or MANETs).
In such networks, it is generally assumed that end-to-end,
possibly multi-hop paths between node pairs exist most of
the time. Routing protocols designed to operate in MANETs
assume that these paths are formed by a set of wireless
links that exist contemporaneously. Disruption or delay tol-
erant networks (DTNs) have received significant attention
recently. Their primary distinction from MANETs is that
in DTNs links on an end-to-end path may not exist con-
temporaneously and intermediate nodes may need to store
data waiting for opportunities to transfer data towards its
destination. We call such DTN paths space-time paths to
distinguish them from contemporaneous space paths used in
MANETs. We argue in this paper that MANETs are actu-
ally a special case of DTNs. Furthermore, DTNs are, in turn,
a special case of disconnected networks where even space-
time paths do not exist. In this paper we consider the ques-
tion of how to classify mobile and wireless networks with the
goal of understanding what form of routing is most suitable
for which network. We first develop a formal graph-theoretic
classification of networks based on the theory of evolving
graphs. We next develop a routing-aware classification that
recognizes that the boundaries between network classes are
not hard and are dependent on routing protocol parameters.
This is followed by the development of algorithms that can
be used to classify a network based on information regard-
ing node contacts. Lastly, we apply these algorithms to a
selected set of mobility models in order to illustrate how our
classification approach can be used to provide insight into
wireless and mobile network design and operation.
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1. INTRODUCTION
Wireless data networks with mobile nodes have been the

subject of extensive research for at least three decades now.
Research into such networks has mostly considered networks
called Mobile Ad Hoc Networks (or MANETs)[3, 1]. While
the nodes in such networks are mobile, it is generally as-
sumed that end-to-end, possibly multi-hop paths between
node pairs exist most of the time. Routing protocols de-
signed to operate in MANETs assume that these paths are
formed by a set of wireless links that exist contemporane-
ously [1, 15, 7, 14]. It is also assumed that if these paths are
disrupted because of node mobility, then this disruption is
only temporary and the same or alternate paths are restored
relatively quickly.

Disruption or delay tolerant networks (DTNs) are a form
of wireless and mobile networks that has received significant
attention recently [17, 5, 16, 11]. Their primary distinction
from MANETs is the fact that in DTNs links on an end-to-
end path may not exist contemporaneously and intermediate
nodes may need to store data waiting for opportunities to
transfer data towards its destination. We call such paths
space-time paths to distinguish them from contemporaneous
space paths used in MANETs [13]. Figure 1 illustrates the
concept of a space-time path. To deliver data in DTNs new
routing protocols that are quite different from those used in
MANETs have been developed [17, 5, 16].

Space Path Space-Time Path

tk tk+1 tk+2 tk+3 tk+4

time

Figure 1: Example of a space-time path. The links in

the path appear at different points in time.



For any particular network, the question of whether the
network is a MANET or a DTN is important to answer as
it will influence its design and operation. In reality such
a question is hard to formulate and even harder to answer
as many networks will not fit neatly within a simple clas-
sification scheme. How a network is classified depends on
several factors. Most important are the size of the network,
the geographical area covered by the network, the node mo-
bility pattern, and the range of wireless radios. Except for
some extreme cases, it is in general not obvious, given these
network parameters, as to which class a particular network
belongs to. This paper is concerned with developing a for-
mal classification of mobile and wireless networks. The goal
is to have the classification be usable to determine the most
appropriate routing strategy for a network. We call this
a routing-centered classification. We also aim to develop
a methodology that allows us to perform this classification
given network characteristics. Note that our objective is to
have the network classification provide guidance regarding
which class of routing protocol (e.g., MANET,or DTN) is
feasible. Further specification of the routing protocol would
be needed within the specific class indicated but beyond
what our classification informs. This will typically require
additional information that is beyond the scope of our clas-
sification such as traffic and reliability requirements.

The rest of the paper is structured as follows. Section 2
provides an informal overview of our classification. Section 3
develops a formal graph-theoretic classification of networks
based on the theory of evolving graphs [4]. We next develop
in Section 4 a routing-aware classification that recognizes
that the boundaries between network classes is not hard
and is dependent on routing protocol parameters. This is
followed in Section 5 by the development of algorithms that
can be used to classify a network based on information re-
garding node contacts, which can, in turn, be derived from
mobility and radio range information. Lastly, we apply these
algorithms in Section 6 to a selected set of mobility models
in order to demonstrate how our classification approach can
be used to provide insight into wireless and mobile network
design and operation.

2. AN INFORMAL CLASSIFICATION
We already mentioned two main classes of wireless and

mobile networks, namely MANETs and DTNs. MANETs
are characterized by the availability of space paths and DTNs
by the availability of space-time paths. Space paths are ac-
tually a special case of space-time paths in which all the
links exist simultaneously. Because of this, it can be argued
that MANETs are actually a special case of DTNs. In fact,
it is easy to see that DTN routing protocols (e.g., [17, 12])
are perfectly usable in MANETs1.

DTNs are, in turn, actually a special case of a more gen-
eral class of networks in which space-time paths may not
exist 2. For example, a network with nodes that are sparsely
deployed and move in limited regions does not provide end-
to-end space-time paths. In such networks data delivery is
simply not possible between node pairs. Networks of this
type require additional assistance in order to enable paths
(space or space-time) for data delivery. Proposals for the

1Traditional MANET routing protocols like DSR [7] and
AODV [15]) are, of course, not in general usable in DTNs.
2A space-time path can be considered a special case of no
path when it takes an infinite amount of time to complete.

use of message ferries [19] or throwboxes [20] are motivated
by this type of network. It should be noted, however, that
message ferrying and throwboxes while initially motivated
by this type of sparse network are perfectly usable in reg-
ular DTNs or MANETs. See, for example, the work in [8]
where a ferry is used to improve the energy efficiency in a
MANET.

To describe the network classes above we will first of all
use the term Space-Path Networks (SPNs) to denote what
we have been calling MANETs so far. We do this because
the term “MANET” is currently overloaded in the literature
to indicate both a network path characterization as well as
the type of routing protocols used. Our terminology empha-
sizes the path behavior of MANETs that we are interested
in without implying the use of any particular routing proto-
col. We use the term unassisted DTN or U-DTN to describe
networks which provide space-time paths between all node
pairs. Note that the U-DTN class includes the SPN class.
We use the term strict U-DTN to describe networks in the
U-DTN class but not in the SPN class. Networks that do not
provide space-time paths between some or all the nodes (or
alternatively whose space-time paths take an infinite amount
of time to complete) are called assistance-needed DTNs or
A-DTNs. The A-DTN class includes the U-DTN class. Here
again we use the term strict A-DTN to describe networks in
the A-DTN class that are not in the U-DTN class. Figure 2
illustrates our network classification.

Note that while the network classification above is based
on path properties it also is intended to inform routing pro-
tocol design. Traditional MANET protocols are usable in
networks belonging to the SPN class and perform poorly
for networks outside the class. Of course, exactly which
MANET protocol is best cannot be specified with this type
of classification. DTN routing protocols like epidemic rout-
ing are usable in the entire U-DTN class (including the SPN-
class. Assistance (like Message Ferrying) is required in the
strict A-DTN class but is usable and sometimes beneficial
in the entire A-DTN class (including networks in U-DTN
and SPN classes). Again exactly which form of assistance
or how it should designed (e.g., how a ferry route should be
designed) is not informed by our classification and requires
additional information beyond what we use in our classifi-
cation.

strict U-DTN

strict A-DTN

A-DTN

SPN

U-DTN

Figure 2: Classification of Wireless and Mobile Net-

works

We note that with this classification in mind, one can
talk about transformations that can move a particular net-
work from one class to another. For example, an “upgrade”
transformation (like the addition of throwboxes or message
ferries) can change a strict A-DTN into a U-DTN. Node fail-
ure or power depletion can result in the “downgrading” of
an SPN to a strict U-DTN or a strict A-DTN. Changing net-
work characteristics like node speed, the number of nodes,



or radio range, can also have transformative effects. Our
classification framework enables us to also formally describe
network transformation. We relegate this topic to future
research.

Our network classification focuses on the properties of
paths between node pairs. As such a network can appear
to be of one class for some node pairs but of another class
for other node pairs. This can complicate the classification
quite a bit. So for the purposes of this paper, we consider a
network to be of the SPN class if space paths exist between
all node pairs. If a network is not in the SPN class but
all node pairs are connected by space-time paths it belongs
to the strict U-DTN class, otherwise it belong to the strict
A-DTN class.

Another complication in formulating the classification arises
from the question of the time window over which we consider
a particular network. This is important because space-time
paths take time to complete and if one considers a network
over shorter periods, the network may appear to be in the
strict A-DTN class, while over a longer period, the network
appears to be in the U-DTN class. The notion of time win-
dow will be part of our formalism.

3. A FORMAL CLASSIFICATION BASED
ON EVOLVING GRAPHS

In this section we formalize the classification presented
above starting with formalisms developed for evolving graphs
in [4]. We start from the basic evolving graph definitions and
then augment them with features necessary to complete the
formulation of our classification.

3.1 Basic Evolving Graph Definitions
An evolving graph is a graph whose links can change over

time. This is formalized in the following definition.

Definition 1. EVOLVING GRAPH [4]: An evolving graph
G = (G, SG, ST ) is comprised of G = (V, E) the graph repre-
senting existing nodes and existing paths, the sequence of its
T subgraphs SG = G1, G2, ..., GT and the sequence of its T +
1 time instants ST = t0, t1, t2, ...tT . We have

ST

i=1 Gi = G

and each Gi is the subgraph in place during [ti−1, ti).

Informally, an evolving graph progresses in epochs. Epoch
i lasts for the period [ti−1, ti), during which the evolving
graph is described by Gi.

It is relatively straightforward to see how a wireless and
mobile network can be described as an evolving graph. As
nodes move they potentially acquire and shed neighbors,
changing the shape of a graph. The exact nature of these
neighbor changes is a function of the node mobility and can
be captured by the specifics of graph evolution. To describe
this relationship we say that an evolving graph maps onto
a wireless mobile network if the evolving graph provides an
accurate representation of the node-contact evolution over
time. With this mapping we are then able to formally define
the classes of network described previously using a formal
characterization of the corresponding evolving graph.

As mentioned earlier, it is important for our purpose to
be explicit about the time over which we consider a graph.
We therefore introduce the following new definition.

Definition 2. SUB-EVOLVING GRAPH: Given an evolv-
ing graph G = (G, SG, ST ), 1 ≤ i ≤ j ≤ T , a (ti, tj)-
windowed sub-evolving graph of G is the graph G′ = (G, S′

G, S′
T )

where S′
G = Gi, Gi+1, ..., Gj and ST = ti, ti+1, ..., tj . G′ is

generally called a sub-evolving- graph of G.

In some cases it will be useful for us to talk about an
infinitely long time window. For this we make the follow-
ing definition of an evolving graph being considered over an
infinitely long period of time.

Definition 3. INFINITE EVOLVING GRAPH: An in-
finite evolving graph G = (G, SG) is comprised of G = (V, E)
the graph representing existing nodes and existing paths, and
SG = {Gt, t ∈ R} the infinite sequence of its time-discrete
subgraphs. Given two successive subgraphs Gt1 and Gt2 in
SG, Gt2 is the subgraph in place during [t1, t2).

Our notion of space-time paths is captured by the defini-
tion of journeys as follows:

Definition 4. JOURNEY [4]: A journey J = (R, Rδ)
in an evolving graph G is comprised of R = e1, e2, ...., ek

the sequence of edges it traverses, and Rδ = δ1, δ2, ..., δk the
corresponding time instants of node traversal. Rδ must be
in accordance with R and G.

Ferreira et al [4] also define three kinds of journeys3 that
start at an origin node i at time t0 to a destination node j:

• A foremost journey has the earliest arrival time to j.
• A min-hop journey has the minimum number of hops to j.
• A fastest journey has the minimum delay between leaving
i and arriving to j.

The notion of connected graph is also extended to evolving
graphs as follows:

Definition 5. TIME-CONNECTION [4]: An evolving
graph is said to be time-connected if there exists journeys in
G between any two vertices in VG.

3.2 SPNs, U-DTNs and A-DTNs as Evolving
Graphs: An idealized classification

We now formally define our network classes described pre-
viously by mapping them onto evolving graphs of certain
properties. The mapping we describe here is idealized in
the sense that we consider infinite evolving graphs and our
classification is strictly dependent on the network contact
properties and completely unaware of any routing protocol
parameters or timing. We consider a more complex form of
classification in the next section.

SPN:
Determining the evolving graph properties for an SPN is
simple. Because an SPN provides strict space paths, an
evolving graph will map onto an SPN if each of the graphs
representing its evolution is connected.

Definition 6. IDEAL SPN: An infinite evolving graph
G = (G, SG) maps onto an SPN if each subgraph Gt in SG

is connected.

Note that this classification is rather harsh because even
if the evolving graph is disconnected during a single epoch,
it cannot be classified as an SPN. This may be overkill since
it would depend on how long the graph stays in this state.

3Note that although these journeys start from t0, they can
be made to start from a given time instant ti by being ap-
plied to the sub- evolving graph containing all time instants
later or equal to ti.



These issues are the motivation for the more practical clas-
sifications described in the next section.

Strict U-DTN:
The principle behind U-DTN is that any source node can
expect to reach any destination node in the future, and this
at any time. This property holds for SPNs as well since they
are a special case of U-DTNs. An infinite evolving graph
maps onto a strict U-DTN if for any given time, and any
pair of source and destination nodes, there exist a journey
between these nodes, and if this evolving graph does not
map onto an SPN.

Definition 7. IDEAL STRICT U-DTN: An infinite evolv-
ing graph G = (G, SG) maps onto a strict U-DTN if:
- ∀t ∈ R,∀(i, j) ∈ V × V , there is a journey in G from i to
j starting after t, and
- G does not map onto an SPN.

Strict A-DTN:
Assistance is needed as soon as there exist a time and pair of
nodes such that one cannot reach the other by a space-time
path after this time.

Definition 8. IDEAL STRICT A-DTN: An infinite evolv-
ing graph G = (G, SG) maps onto a strict A-DTN if ∃t ∈
R,∃(i, j) ∈ V × V , there is no journey in G from i to j

starting after t.

While this ideal classification gives us a base to build
upon, most real-life scenarios are finite in time. On finite
evolving graphs, the strict U-DTN classification cannot ap-
ply, since any evolving graph not finishing by a connected
subgraph will have a time and a pair of nodes such that there
is no journey relating them past this time. Moreover, we
wish to account for simple real-life constraints, that might
influence the usability of a routing approach. In the next
section we devise such a classification.

4. A PRACTICAL CLASSIFICATION
The previous section provides a graph-theoretic classifica-

tion of a mobile network that lasts for an infinitely long time
into a single class. In reality of course, networks typically
operate over finite durations. Even if a network operates for
a long time, it is possible that its character may change over
time. The classification is idealized in that it ignores details
of the routing protocols. For example, a network that gets
disconnected even for a short period of time is not classified
as an SPN, even though, in practice, such temporary dis-
connection does not affect the operation of most MANET
routing protocols.

In this section we extend the baseline idealized classifica-
tion into a more practical one. We are interested in provid-
ing a classification that tells us something about how one
should operate the network. The first difference from the
idealized classification is the fact that we consider classify-
ing finite duration evolving graphs. Our goal is to produce a
single classification for the entire duration of each graph. As
will be shown in Section 5, we then use this finite-duration
classification to decompose a network into time phases with
a single classification per phase.

The second difference is that we include practical aspects
of the network operation into the classification. There are
possibly many approaches to this depending on which as-
pects of a network’s operation one wants to highlight. A

full exploration of this issue is relegated to future research.
We focus here on routing-related concerns in the classifica-
tion. But even in that regard, we do not attempt to ex-
haust all routing concerns, but rather we aim to illustrate
how they may be incorporated into network classification
through simple parameters.

4.1 Practical SPN classification
In our idealized classification we have said that a network

is an SPN if its corresponding evolving graph is always con-
nected. This type of classification, however, does not tell
us a lot about whether this class of networks is suitable for
the deployment of MANET routing protocols. For example,
consider an evolving graph where the graph changes signifi-
cantly from one time epoch to the other while maintaining
a connected graph at all epochs. While this qualifies as an
SPN according to our classification above, it is clearly not a
suitable environment for the deployment of a MANET rout-
ing protocol. Another important aspect of MANET routing
protocols is that they require time to settle down, so an
SPN that is defined over a short period of time may not be
suitable for MANET routing.

In order to capture the above effects we first define a link
persistence metric as follows:

Definition 9. LINK PERSISTENCE: Let G be an evolv-
ing graph.

We define P (G) = Q(G)
Pk≤T

k=1
lt

k
/2

, called link persistence, which

is the average duration a link spends from its inception to
its outage in the evolving graph.
Q(G) =

P

1≤k≤T
((tk − tk−1) × |Ek|), called the link-time

quantity, is the amount of existence time cumulated by all
links in the evolving graph.
ltk

, called the link variation at time tk, is the number of links
added or removed from the evolving graph at time tk.

Using this definition, we obtain our practical SPN classifi-
cation. This classification will be influenced by two param-
eters, which have to be provided from the point of view of
a MANET routing protocol: the minimum acceptable dura-
tion of an SPN, η, and the minimal edge persistence that is
acceptable by the network, δ.

Definition 10. PRACTICAL (η, δ)-SPN: Given a min-
imum duration η and a minimal persistence δ, an evolving
graph G = (G, SG, ST ) maps onto an SPN if:
- each subgraph in SG is connected, and
- tT − t0 > η, and
- P (G) > δ.

4.2 Practical strict U-DTN, strict A-DTN clas-
sification

For networks that do not belong to the practical SPN class
we defined above, we now consider how to classify them as
either U-DTNs or A-DTNs. Again we are interested in a
practical classification that takes into account routing con-
cerns. In U-DTNs we typically have to wait for links in a
journey to appear for the data to be effectively transferred
to destination. This waiting time, related to node motion,
can be very large in relation to typical network delays. Thus,
it becomes a predominant factor. Even though delays can
be tolerated in such networks, it is often the case that one
would like to bound this delay in order to, for example, set
data expiry times. In the very least we are interested to
know that the journey delay is not infinite.



Thus, when deciding if a DTN needs assistance or not, we
choose to consider the worst delay of journeys in the evolving
graph. We use foremost journeys to estimate the minimal
delay to reach a destination from a given source. Thus, the
we define a measure called “Longest Foremost Journey” as
follows.

Definition 11. LONGEST FOREMOST JOURNEY: Given
an evolving graph G and a time instant ti ∈ ST , we define
L(G, ti), called longest foremost journey of G at instant ti,
the maximal duration that a foremost journey will take from
any origin node to any destination node in G.

Our practical U-DTN classification is expressed as follows:

Definition 12. PRACTICAL γ-U-DTN: Given a max-
imal journey delay γ, an evolving graph G = (G, SG, ST )
maps onto a strict U-DTN if:
- G is time-connected, and
- L(G, t) < γ, ∀t < tT − γ

- G does not map onto an SPN.

5. CLASSIFYING NETWORKS FROM MO-
BILITY TRACES

We are now interested in the problem of classifying a cer-
tain wireless and mobile network given its mobility model
or trace and given desired routing protocols. The mobility
model (in conjunction with wireless range and propagation
data) allows us to model the network as an evolving graph.
The desired routing protocols give us the parameters η, δ,
and γ used in our practical classification. In this section
we develop an approach that allows us to take this input
and produce a network classification. Recall that our classi-
fication framework is designed to help us with determining
appropriate routing protocols for the network.

The evolving graph produced from the network charac-
teristics is necessarily of a finite duration. Within this time
duration we are interested in determining how a network
classification changes over time, resulting in a time decom-
position of the duration of network operation in time phases
with a different classification in each.

Our approach to providing network classification is based
on extracting certain metrics from the evolving graph. These
metrics are derived from our formal classification. We then
develop algorithms that consider the time-evolution of these
metrics to produce the desired classification outcome.

5.1 Metrics of Interest
Our classification algorithm is based on the following met-

rics:

• NCCi: The number of connected graph components in
the evolving graph at epoch [ti−1, ti).
• Li: is the accumulated link departures up to and including
time ti. Note that Li =

Pti

t0
lti

(see definition 9).

• Qi: link-time quantity at time ti (as defined in definition
9).
• LFJi(j, k): is the longest foremost journey between nodes
j and k and starting at instant ti.

For a given evolving graph, the computation of most of
these metrics is simple. Computing NCCi uses well known
graph algorithms [9]. Computing Li and Qi requires simple
accumulation of information about link changes.

LFJi is computed using the Foremost Journeys algorithm,
as defined in [4]. In that paper, starting from the observa-

tion that, given a source, a foremost journey to any des-
tination is recursively based on a foremost journey to the
node preceding the destination, the authors propose a sim-
ple modification of Dijkstra’s algorithm using time of arrival
as the ordering criterion. This algorithm gives, from any
source node, foremost journeys to all possible destinations,
and has a complexity in O(M × (log δE +log N)), where δE,
called activity of the evolving graph, is the average number
of time instants where an edge is present in this evolving
graph.

A slight modification of this algorithm, permitting us to
specify an arbitrary initial time instant in the evolving graphs,
is used to compute LFJi. Here, at each time instant ti, we
compute, for one arbitrary node in each of the cliques of
Gi, the foremost journeys from this source to all possible
destinations, recording the longest one in LFJi.

5.2 The classification process and its outcomes
Given η and δ for the SPN classification and γ for the

U-DTN and A-DTN classifications, our goal is to decom-
pose the time duration of the evolving graphs into time-
windowed sub-evolving graphs (see Definition 2) where each
subgraph maps onto a single network classification. The
original evolving graph can then be characterized by the
percentage of time it spends in each network class.

We first determine the sub-evolving graphs that map onto
the SPN network class using the following procedure:

• Any time epoch [ti−1, ti) where NCCi = 1 is SPN-eligible.
• A maximal succession of SPN-eligible instants {a . . . b} go-
ing from ta to tb constitutes an SPN phase, i.e., forms sub-
evolving graph that maps onto the SPN class if it meets the

following conditions: 1) tb − ta > η and 2 ) 2×(Qb−Qa)
Lb−La

< δ.

To determine the sub-evolving graphs that map onto the
DTN classes we follow the procedure below:

• Any epoch [ti−1, ti) that is not SPN-eligible, or is SPN-
eligible but not part of an SPN-phase, belongs to either a
U-DTN phase or an A-DTN phase.
• The epoch belongs to a U-DTN class if it meets either
one of the following two conditions: 1) (ti < tT − γ and
LFJi < γ), or (ti ≥ tT − γ) and its predecessor epoch
[ti−2, ti−1) maps onto the U-DTN class.
• Otherwise, the epoch is part of an A-DTN phase.

6. ILLUSTRATIVE CLASSIFICATION
EXAMPLES

In this section we illustrate the use of our classification
framework by applying it to two mobility models: the Ran-
dom Waypoint (RWP) and Random Walk [6, 2] models. Our
goal is to show how network classification is affected by the
specifics of the mobility model, and its parameters, as well as
the classification parameters derived from routing concerns.

Although numerous articles [18, 10] in recent years have
shown that these mobility models have clear weaknesses for
a real mobility simulation, we chose them because of their
simplicity. Our aim here is to highlight the interesting po-
tential of our classification framework.

We use the mobility models to generate node-contact traces
which, in turn, define an evolving graph. We then use our
classification procedures described in Section 5 to classify
the evolving graph. Recall that our classification results in
a decomposition of the evolving graph into time phases, each
with a corresponding network classification.
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Figure 3: Random Waypoint classification
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(a) RW density variation: pedestrians

 0

 20

 40

 60

 80

 100

 10  100  1000

C
la

ss
 p

er
ce

nt
ag

e

Number of nodes

A-DTN
U-DTN

SPN

(b) RW density variation: vehicles
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Figure 4: Random Walk classification

In our models we move a specified number of nodes in a
2Km by 2 Km square area. We assume that radios have a
250m range. The number of nodes and the node speeds are
varied. For the RWP, we assume a pause time uniformly
distributed between 0 and 10 sec. The network starts with
all nodes uniformly distributed within the area and runs for
3 hours.

6.1 Impact of mobility parameters
We first study the impact of the two defining parameters

for RWP and RW: the number of nodes and their speeds.
Before discussing our results, recall that our classification
is a function of three parameters: namely η, the minimum
acceptable duration for an SPN, δ, the minimum acceptable
link persistence for an SPN, and γ, the bound on acceptable
delay in a DTN. We set nominal values for these parameters
as follows4 : η = 1 minute, δ = 1 second, and γ= 10 minutes.

Density:
The first parameter we want to study is the influence of
node density on the general classification of networks moving
according to the RWP and RW mobility models. We vary
the number of nodes from 5 to 500 and consider two speed
ranges: pedestrian speeds, chosen uniformly between 1m/s
and 2m/s and vehicular speeds, randomly chosen between
10m/s and 20m/s.

Figures 3(a), 3(b), 4(a), 4(b) show the results of these
experiments in form of a stacked bar-chart with the propor-
tion of time spent in each class. These results show that,
for example, a network with 100 nodes moving at pedestrian
speeds, spends about 20% of the time in the SPN class, 78%
of the time in the U-DTN class and 2% of the time in the
A-DTN class. A similar network moving at vehicular speeds
is classified as a U-DTN 100% of the time.

4Note that later results show the effect of changing these
parameters on our classification.

This classification achieves our objectives of providing guid-
ance on how the network should be operated. For example,
the pedestrian speed example above can be operated us-
ing (unassisted) DTN routing protocols for the entire time.
These protocols would not work for a small percentage of
the time (when the network is in the A-DTN class. Further
efficiency may be obtainable by adapting the operation of
the network to use MANET routing during the 20% of the
time it is classified as an SPN. This is not necessary, how-
ever, since DTN routing will work when the network is in
the SPN class. Our framework insures through the setting
of the values for η and δ that when a network is classified
as an SPN, it is “stable-enough” for the adaptation to make
sense. Although, other considerations that are outside the
scope of our framework will need to be taken into account
before the decision to use adaptive protocols is made.

We can make several observations from these graphs. First
note that for slow pedestrian speeds, the network is mostly
classified as an A-DTN when the node density is low. At
vehicular speeds, however, the network is mostly classified
as a U-DTN, even for low node densities. Second we can
see that higher speeds give more space-time connectivity to
the network (less networks in the A-DTN class, it also re-
sults in lower space-path connectivity (less networks in the
SPN class). Also observe that at slow pedestrian speeds
the RW mobility model results in a “more disconnected”
network than an RWP mobility model for the same param-
eters. This is a result of the more randomness imparted by
the RWP model.

Speed:
Figures 3(c), and 4(c) show the effect of speed on network
classification for the the RWP and RW mobility models,
respectively. In both graphs we fix the number of nodes
to 60. As expected, when the speed of the nodes increases
the network changes from being predominantly in the A-
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Figure 5: Proportion of time spent in SPN for RWP and RW mobilities as a function of classification parameters.
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Figure 6: Joint Density/Speed Classification – RWP

DTN class to being predominantly in the U-DTN class. The
transition happens at lower speeds for the RWP model than
for the RW model.

Join Speed/Density Classification:
The results above show that speed and density have compli-
mentary impact on network classification. The higher the
speed the more connected the network but also high speeds
provide space-time paths at the expense of space paths. In-
creased density has the effect of increasing the percentage of
SPN-class networks but more nodes were required for this
at higher speeds. To be able to understand these effects
better we show contour speed/density plots in figures 6 and
7 for RWP and RW, respectively. The graphs show the
speed/density space subdivided into six zones. The bound-
aries of the zones are shown in the legend.

These kinds of graphs can again form the basis of the de-
sign of routing schemes for such networks. In cases where the
networks operate in fixed regions within the space, specific
routing can be designed for them. For example, networks
that operate in the darker shaded region would require assis-
tance in the form of, for example, message ferries. Networks
that move widely within the space can justify the incorpo-
ration of learning mechanisms that can tell where they are
operating and adapt routing to suit the region they are in
at the moment.

6.2 Impact of classification parameters
We next consider the impact of parameters η, δ and γ in

our classification. We will look at two aspects of this: 1) the
decision separating the SPN from the rest, which relies on
η and δ and 2) the decision separating strict A- DTN from
the remainder, relying on γ.
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SPN Decision:
We now look at how the classification of SPN versus other
classes is influenced by its parameters, in the two scenar-
ios of pedestrian and vehicular speeds. Figures 5(a), 5(b),
for the RWP model, and figures 5(c) and 5(d), for the RW
model, show the proportion of total time that the network
spends in the SPN class as a function of our two classifi-
cation parameters, η and δ. The graphs are for a network
with 200 nodes. Note that for very low values of η and δ,
the classification scheme is very liberal in classifying any
connected portion of the network in the SPN class. This
actually corresponds to an idealized classification. As the
values of the parameters increases, the SPN classification
applies to smaller proportions of the network duration.

A-DTN decision:
Using the simulation setup as above, we now consider at
the outcome of the decision separating strict A-DTN from
strict U-DTN, as a function of the parameter γ, the longest
foremost journey.

Figure 8 shows the variation of the proportion of time that
the network is classified in the A-DTN class as a function of
γ for Random Waypoint and Random Walk, at pedestrian
and vehicular speeds.

One interesting observation is that we clearly see here
that for sufficiently large γ (which corresponds to maximum
acceptable; message delivery delay) each mobility situation
can result in a 0% time spent in the A-DTN class5. We
can also see that higher speeds diminish the proportion of
A-DTN classification for this node density (200 nodes in
the area). Another observation is the fact that for small γ,
the RW mobility model results in less proportion in the A-

5Of course this conclusion only applies to the RWP and RW
models considered here.
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DTN class and the situation is reversed for higher γ. This
is because RW mobility produces more area coverage. At
lower speeds this is beneficial as it results in more space-
time paths, while at higher speeds it is more disruptive.

7. CONCLUDING REMARKS
In this paper we have proposed a framework for classifying

wireless and mobile networks, with the goal of having the
classification inform the design of routing for the network.
Our approach is based on the theory of evolving graphs and
provides for three classes of networks (SPN, U-DTN and
A-DTN), each derived from our understanding of routing
approaches within such networks. We develop formal ide-
alized and practical classifications. The former is based on
infinite-duration evolving graphs, while the latter consider
finite duration graphs. Our practical classification is based
on parameters derived from the constraints imposed by rout-
ing protocols. We also develop a methodology that can be
applied to given mobility models and traces to obtain the
classification for a given network scenario. Finally, we illus-
trated the use of our classification approach using example
network scenarios and mobility models.

We view this as the beginning of an examination of the im-
portant question of how one can classify networks with the
goal of understanding their design and operation. While we
believe that the work reported in this paper has touched
upon most aspects of this problem, there are many impor-
tant issues that require further consideration. These include:

• Further formulation of the process of network transforma-
tion that can be used to change one network class into an-
other. This is discussed briefly in Section 2.
• Extensions of the classification formalisms to allow for
partial classification that may for example include only a
specified subset of node pairs in a classification scheme.
• A more in-depth investigation of how to devise parametric
classification based on various routing protocols.
• More experience in using the classification approach for
other mobility models and network scenarios with possibly
a specific application to routing design exercise.
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